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Abstract
Elucidating the chemistry of wine would help defining its quality, chemical and sensory characteristics and optimise the 
wine-making processes. High-performance liquid chromatography coupled with UV–Vis spectroscopy (HPLC–UV–Vis) is 
a common analysis method used to obtain the molecular profile of wine samples. We propose a complete procedure for the 
analysis of wine chromatograms. Data are pre-processed using standard methods of down-sampling, smoothing and base-
line subtraction. Multiple samples are then merged in a three-dimensional tensor, decomposed using parallel factor analysis 
(PARAFAC2) into three factors: (i) one reduced (rank-one) chromatogram per sample, (ii) an estimate of the samples’ spectral 
UV–Vis profile and (iii) an estimate of the samples’ concentrations. If the decomposition is performed on a single peak of 
the tensor, the second and third factors correspond to the representative wavelength spectrum and to the relative concentra-
tions of the samples, respectively. Otherwise, when multiple peaks are analysed, further processing is required. In the latter 
case, the decomposed rank-one chromatograms are peak-detected and aligned, clustered and integrated. A table containing 
the concentration of the peaks at different retention times is obtained. The pipeline proposed in this study is a guideline for 
a quantitative and reproducible chemical analysis of wine, or other samples, via the HPLC–UV–Vis method.
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Introduction

To understand the chemistry of vinification at a molecular 
level, it is necessary to explore the chemical complexity of 
wine samples, also at different stages of the wine-making 

process [1–3]. Factors, such as grape variety, regionality, 
storage conditions and wine-making practices, must be taken 
into account [4–7].

The characterisation of the determinants of wine qualities 
is a challenging process, which requires advanced studies of 
correlation between the chemical profiles and sensory data, 
the modelling of a multitude of chemical parameters, and 
the complete characterisation of the environmental effects 
during the wine-making process [8–11]. Such association 
studies require a large mole of data at the chemical level, 
which are often generated in laboratories using advanced 
experimental instruments, for example HPLC–UV–Vis, 
mass spectrometry and NMR [12, 13]. The data analysis 
steps are very time-consuming and are currently the bot-
tleneck of most of the studies in the field [14]. With this 
paper, we aim at developing a data analysis pipeline for 
HPLC–UV–Vis data, which combines standard processing 
techniques with advanced mathematical methods, in order to 
simplify the large mole of data and obtain the most impor-
tant characteristics of each sample.

The HPLC–UV–Vis raw data are high-dimen-
sional (absorbance intensity for n° samples × retention 
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time × wavelength), and therefore contain a very large 
amount of information, making data analysis and visualisa-
tion challenging. Chromatograms sometimes present prob-
lematics, such as high noise from the instrument, inconsist-
ent retention times shifts between the samples, overlapping 
peaks, and high baseline level [15–17]. Even though there 
are many studies that describe the analysis of chromato-
grams and its issues, clearly defined steps and a generally 
shared analysis pipeline is still missing [18–21].

Here, we present an analysis procedure for a complete 
and accurate quantification of the chemical profile of wine 
chromatograms (but also applicable to samples of differ-
ent nature). Note that all the data shown in the figures have 
been obtained from real HPLC–UV–Vis data of Pinot Blanc 
samples (Figs. 1, 2, 4) or from calibration standards (phenols 
at known concentrations, Fig. 3), measured as indicated in 
“Materials and methods”.

General Description of the Analysis Pipeline

The raw data coming out of an HPLC–UV–Vis instrument 
are multi-dimensional (Fig. 1a). Each sample contains the 
absorbance intensity (in arbitrary units) over time (e.g. min-
utes) and for different wavelengths (for example, from 200 
to 800 nm). The raw chromatograms (also called elution 
profiles) are often noisy, depending on the sensibility of the 
instrument. The solvent can also give unwanted contribu-
tions to the absorbance, increasing the baseline level and 
modifying the shape of the overall chromatogram. At this 
step, pre-processing data analysis techniques are required 
to address such issues. Chromatograms are down-sam-
pled (eventually, when resolution is too high), the signals 

smoothed, and the baseline signal is subtracted from the 
data.

The pre-processed chromatograms of multiple sam-
ples are then merged to create a tensor (Fig. 1b). A fac-
tor decomposition technique called PARAFAC 2 is used 
to decompose the high-order array (i.e. the tensor) into a 
smaller number of factors. One factor is a bi-dimensional 
array containing a reduced (mono-dimensional) elution 
profile per sample. The other factors are two vectors. 
When the analysis is performed on single peaks (i.e. sin-
gle chemical species) one vector directly represents the 
samples’ UV–Vis spectrum, and the other represents the 

Fig. 1  General description of the analysis pipeline. The procedure 
consists of data pre-processing, tensor decomposition and peak analy-
sis. a The raw HPLC–UV–Vis data of each sample are three-dimen-
sional. They undergo pre-processing steps that down-sample the data, 
remove the noise and subtract the signal baseline. b The data from 
different samples are merged to create a high-order tensor. Parallel 

factor analysis (PARAFAC 2) decomposes the tensor into a smaller 
number of factors, representative of the samples’ UV–Vis spectrum, 
elution profiles, and concentration. d The reduced (rank-one) elution 
profiles of multiple peaks undergo further analysis to align, cluster, 
fit, integrate and normalise the peaks corresponding to each chemical 
species

Fig. 2  Smoothing and baseline subtraction. The raw HPLC–UV–Vis 
data are smoothed with the Savitzky–Golay filter, using a polynomial 
function of order = 3 and a window size of 51. The baseline is esti-
mated using the baseline asymmetric least squares smoothing algo-
rithm with smoothness = 1e+7 and asymmetry = 2e−5. In this plot 
we show the elution profile at 260 nm, but the process is repeated for 
every wavelength
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concentration profile of the molecule across the samples 
(Fig. 1c).

Otherwise, when multiple peaks are analysed, further 
processing of the peaks is required. The position of the 
peaks is detected, signals are aligned and peaks are clus-
tered according to their retention times. The number of 
peaks of each sample and the median UV–Vis spectrum 
are calculated. After peak fitting, integration and normali-
sation, the area (i.e. relative concentration) of each peak is 
quantified and a peak table is obtained (Fig. 1d, e).

The next steps require a qualitative evaluation from 
an expert eye to assign each peak to a specific molecule 
or class of molecules, based on the information that have 
been obtained: elution profile, retention time, concentration, 
spectrum.

Results and Discussion

Data Pre‑processing

The HPLC–UV–Vis raw data have been smoothed with the 
Savgol filter algorithm [22–24]. It calculates a polynomial 
fit of low order for successive subsets of adjacent data points 
(of arbitrary window size), as it moves across the signal. The 
filter estimate at the centre of each window is obtained by 
the polynomial fit at that central point. The free parameters 
of this method are the polynomial order (set to 3, in our 
case) and the window size (which we varied between 15 
and 151, depending on the noise of each individual sample). 
We have smoothed the elution profile over the time axis, for 
every wavelength. The results of the smoothing, for a single 

wavelength, are shown in Fig. 2 (grey and orange lines and 
zoomed insert).

The mean absolute percentage error (MAPE) metric [25], 
calculated between the original and the smoothed data, was 
used to evaluate the performance of the smoothing process. 
A MAPE between 0.3% and 1.0% was an indicator of a good 
smoothing performance. A very low MAPE (< 0.2%) indi-
cates overfitting so an unsuccessful smoothing, whilst a too 
high MAPE (> 1.5%) indicates under-fitting and implies that 
the original shape of the data has been drastically modified 
(Supplementary section 1).

Other smoothing methods would yield similar results. For 
example, moving average [26], exponential smoothing [26], 
smoothing spline [27], fast Fourier transform [28], low-pass 
filter [29] are only some of the common available methods 
for data smoothing.

Then, we performed the subtraction of the baseline from 
the smoothed signals, again over the time axis for every 
wavelength. We have used the baseline asymmetric least 
squares smoothing algorithm [30] (AsLS), which estimates 
the baseline by second derivative constrained weighted 
regression. There are two parameters: asymmetry and 
smoothness. Since there is not a defined way to obtain the 
best values of the parameters, one has to check by trial and 
error. A visual inspection is often sufficient to get good val-
ues. In our case, good results were obtained with a smooth-
ness value in the range 1e+7–1e+6, and an asymmetry value 
between 2e−4 and 2e−5, depending on the individual sam-
ples. Results are shown in Fig. 2 (blue dashed line). Supple-
mentary section 1 shows how different parameter combina-
tions affect the baseline subtraction performance.

Fig. 3  Decomposition of epicatechin calibration standards using 
PARAFAC2. When single peaks are analysed, the factors obtained 
through tensor decomposition directly represent the constituent ele-
ments of each dimension of the tensor dataset. a Factor a: vector 
corresponding to the representative λ spectrum of epicatechin in the 
range 260–310 nm. The data have been SNV corrected. b Factor B: 
array containing the representative elution profiles of epicatechin for 

each sample. In this display, the array B has been multiplied with the 
vector c in order to restore the relative magnitude of each signal. c 
Factor c: vector corresponding to the concentration of epicatechin 
between the samples. Data are shown in µM. d Comparison of the 
quantification of the calibration standards for epicatechin by parallel 
factor analysis or by peak integration. Standard deviation was calcu-
lated from duplicates
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Some other baseline subtraction techniques that could 
have been used alternatively are, for example, least squares 
fit [31], multivariate background correction [32], temporal 
median filter [33], and kernel density estimation [34].

Tensor Decomposition

The smoothed and baseline subtracted data of each sam-
ple are then merged to create a 3-way tensor (a multi-
dimensional matrix) of absorbance intensity for n° samples 
(n) × retention time (t) × wavelength (w) (Supplementary 
section 2). At this point, we decomposed the tensor using 
PARAFAC2 [35–38], in order to break it into its constitu-
ent elements (factors). The decomposition process can be 
formulated as follows:

where Xn,t,w is the 3-way tensor, r is the rank of the decom-
position, a is a vector of length w, B is an array of shape 
n × t, and c is a vector of length n.

To test the method, we have initially applied the PARA-
FAC2 tensor decomposition method on a set of calibration 
data of phenols at known concentration, in duplicate. This 
has allowed us to gain a deep understanding on what a, B 
and c really represent in the context of our dataset. Results 
are shown in Fig. 3, for the phenol molecule epicatechin. 
Note that the following considerations are valid only when 
one single peak of the tensor is analysed at a time.

Factor a is a vector of length w, and contains one inten-
sity value per wavelength, in our case in the range of 
260–310 nm. It corresponds to the absorbance λ spectrum 
of the overall elution profile across the samples, which ulti-
mately corresponds to the representative spectrum of the 
molecule (epicatechin). It is shown in Fig. 3a after SNV 
(standard normal variate) correction [39].

Factor B is an array of values of shape n × t, and contains 
one signal per sample. Every signal corresponds to the elu-
tion profile across the wavelengths, for each sample. This 
corresponds to the representative rank-one elution profile of 
the molecule (epicatechin). The elution profiles are shown 
in Fig. 3b, multiplied with the vector c in order to restore 
the relative magnitude of each signal (as discussed next).

Factor c is a vector of length n, and contains one inten-
sity value per sample (in our case eight samples). Every 
value corresponds to the quantification of the overall elution 
profile across the wavelengths. Ultimately, this corresponds 
to the concentration of the molecule (epicatechin) in each 
sample. Results (in µM) are shown in Fig. 3c.

According to the formula shown before, it is possible to 
reconstruct the original tensor from the decomposition fac-
tors a, B and c. This can be done in order to estimate the 

X
n,t,w ≈

r
∑

i=1

a
i
× B

i
× c

i

accuracy of the decomposition method. In this way, we could 
estimate the error of our model by calculating the MAPE 
between the original and the back-calculated tensors. In 
the case of epicatechin shown in Fig. 3, the average MAPE 
resulted to be 0.8%. Similar errors have been obtained when 
analysing the calibration data of the other phenols (data not 
shown).

We investigated if the decomposition procedure is 
quantitative and if it maintains the relative concentrations 
between the samples. Calibration standards of five differ-
ent phenols (gallic acid, protocatechuic acid, catechin, epi-
catechin, coumaric acid) with known initial concentrations 
have been measured by HPLC–UV–Vis, in duplicate. Data 
have been pre-processed and decomposed following the 
procedure presented before. As control, we compared the 
decomposition analysis with the standard quantification of 
the peaks by integration.

Results are shown in Fig. 3d for epicatechin. Effec-
tive initial (known) concentrations are shown in brown 
bars. Quantification by PARAFAC2 (vector c) is shown 
in grey bars. As previously explained, the factor c is a 
vector that directly contains the estimated concentrations 
of the reduced (rank-one) elution profiles, one for each 
sample. The blue bars correspond to the control quantifi-
cation by peak integration. The PARAFAC2 c follows the 
effective concentrations very accurately, and with similar 
uncertainty (black lines, standard deviation) to the peak 
integration method.

Table 1 compares the accuracy of parallel factor analy-
sis vs integration, by means of MAPE from the effective 
(known) concentration. The quantification of the peaks 
by PARAFAC2 c has an average MAPE of 6.9% from the 
effective known concentration, which is a fairly accept-
able error. Moreover, it is substantially identical to the 
MAPE obtained through the classical peak integration 
method (7.0%). Note that the MAPE from the effective 

Table 1  Accuracy of the quantification methods

The calibration standards of five phenols at known concentrations 
have been quantified by PARAFAC2 or integration. The last two col-
umns indicate the MAPE from the effective known concentrations. 
Note that the value shown here also implicitly includes other error 
sources, such as the manual pipetting errors during sample prepara-
tion and the accuracy of the instrument (HPLC–UV–Vis)

Molecule Retention 
time (min)

MAPE from effective conc 
(%)

PARAFAC2 Integration

Gallic acid 17.1 7.4 7.3
Protocatechuic acid 24.8 8.0 7.5
Catechin 33.0 5.6 5.8
Epicatechin 38.3 6.7 7.5
Coumaric acid 45.1 6.8 6.8
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concentration for both methods are likely to be overesti-
mated, since they also implicitly include laboratory error 
sources during the preparation of the samples (e.g. pipet-
ting errors) and the intrinsic uncertainty of the measure-
ment instruments.

This results indicate that peak analysis by PARA-
FAC2 can be successfully employed as a quantification 
method for the molecular analysis of HPLC–UV–Vis 
chromatograms.

Peak Detection, Alignment and Clustering

When multiple peaks at different retention times are to be 
analysed, further processing is required. This is because, 
in this case, the vectors a and c cannot simply correspond 
to the representative λ spectrum and concentration profile, 
respectively, as we discussed in the previous section for sin-
gle peaks. The matrix B, instead, still contains the repre-
sentative elution profile of each sample. The further analysis 
of the peak is then performed on these reduced chromato-
grams (matrix B). Their reduced dimensionality (rank-one) 
strongly simplifies the analysis procedure.

The matrix B, therefore, contains one rank-one chroma-
togram per row (i.e. per sample), which correspond to the 
non-aligned chromatograms of each sample (as shown in 
Fig. 4a). In order to cluster the peaks of the components by 
retention time, the chromatograms have to be aligned first. 
To properly align them, it is important to first calculate the 
position of the peaks. Peak positions were identified by a 
simple comparison of the neighbouring values, and were 
defined as any position whose direct neighbours have a 
smaller amplitude [40]. A manually defined height point was 
set to exclude the peaks below a specific amplitude, in order 
to ignore the fluctuations at the bottom of the chromatogram. 
For the peak detection to be successful, the pre-processing 
steps of data smoothing and baseline subtraction were essen-
tial. Otherwise, false positive peaks could be detected, or the 
location of the peak could be slightly off.

Due to instrumental inaccuracies, the elution profiles 
of different samples might have unpredictable elution time 
shifts, which can range from seconds to even minutes (e.g. 
Fig. 4a). It is therefore necessary, when possible, to align the 
signals in order to be able to classify the molecules based on 
their respective elution time.

The elution profiles have been aligned with the msalign 
algorithm [41–43], which aligns peaks in signals to refer-
ence peaks. It builds a synthetic Gaussian at the reference 
positions (given as input parameter). The signals are then 
shifted until the cross-correlation between the original signal 
and the synthetic signal is maximised. The process is then 
repeated for each sample. For this step, we therefore used the 
peak positions obtained in the previous step, to give as input 

parameter for the msalign algorithm. Results are shown in 
Fig. 4a, b.

In order to automatically group the peaks by retention 
time, in a unsupervised manner, we clustered the aligned 
peak positions using the algorithm of hierarchical agglom-
erative clustering [44]. Starting from individual instances, 
agglomerative clustering connects the nearest pairs of 
clusters, until all clusters are merged into one big cluster 
which contains all the objects [45]. The result is a tree-based 

Fig. 4  Alignment and clustering of the peaks. a Misaligned rank-one 
chromatograms. Note that the data shown here have been artificially 
shifted randomly. b Aligned chromatograms via the msalign algo-
rithm, based on the peaks previously identified (red dots). c Dendro-
gram of the agglomerative clustering of the peaks after alignment. 
The peaks belonging in the same cluster are shown with the same col-
our. The horizontal black line corresponds to the distance threshold 
utilised for cluster identification (average peak width)
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representation called dendrogram. We applied the clustering 
algorithm in an unsupervised manner i.e. without specifying 
the number of clusters to be found. The distance between 
the pairs was set to Euclidean. The linkage distance thresh-
old (the distance threshold at or above which clusters will 
not be merged) was set to the average width of the peaks, 
calculated on all the peaks that were found in the previous 
step. Figure 4c presents the dendrogram. The dendrogram 
was then cut to a specific height, again the average width of 
the peaks, in order to obtain the number of clusters and the 
cluster labels.

Peak Fitting and Integration

After the clustering of the retention times, the concentration 
of the chemical species can be quantified by peak integra-
tion. First, each peak is fitted with a Gaussian function of 
the form α*exp(−(x − µ)^2/(2*σ^2)), where µ and σ rep-
resent the mean and the standard deviation, respectively, 
and α indicates the amplitude of the Gaussian function. The 
peak is then integrated at a confidence interval of 95% (2σ). 
Overlapping peaks require additional analysis, because they 
cannot be automatically resolved and clustered. They can be 
fitted by multiple Gaussians and then separately integrated, 
as indicated in the Supplementary section 3.

At the end, we obtain a peak table containing the concen-
tration of each peak ordered and clustered by retention time, 
as shown in Table 2. The median spectrum of each peak 
(after SNV correction) can give further information for the 
identification of the specific chemical species.

Conclusions

HPLC–UV–Vis data are large and complex and require 
numerous steps of analysis before being able to extract 
qualitative and quantitative observations. Initial pre-pro-
cessing steps, such as smoothing and baseline subtraction, 
are necessary to remove instrumental artefacts (e.g. noise) 

and improve the data quality. Then, PARAFAC 2 decom-
position was used to reduce the dimensionality of the data, 
yielding one chromatogram per sample, thus strongly facili-
tating the successive analyses. Moreover, the decomposi-
tion factors were representative of the sample concentrations 
and absorbance spectrum. After the alignment of the signals 
and the detection of the peaks, the agglomerative clustering 
algorithm granted an automatic, unsupervised grouping of 
the peaks based on their retention time. This facilitated the 
identification of the molecular species corresponding to each 
peak, which could then be integrated and quantified.

The data analysis pipeline presented here is a complete 
procedure for the analysis of chromatograms of wine or 
other samples, measured via the HPLC–UV–Vis instrument. 
It is also not exclusive to a particular class of chemical com-
pounds or analytical methods. It consists of standard rou-
tines for data processing as well as advanced mathematical 
methods and algorithms for data decomposition and cluster-
ing. It has been demonstrated that this pipeline quantifies the 
concentration of calibration standards with good accuracy 
and reproducibility. We hope that this paper can simplify 
this type of analysis and help other scientists and analysts, 
in order to set new analysis standards and enhance the repro-
ducibility of the results in the field.

Materials and Methods

The HPLC separation was carried out in gradient mode 
according to a published procedure [7] on an ODS column 
(Eurosphere II, C18 stationary phase, 250 × 4.6 mm × 5 µm, 
Knauer, LabService Analytica, Anzola dell’Emilia, Bolo-
gna, Italy) using a Nexera X2 UHPLC (Shimadzu, Milano, 
Italy) equipped with a UV–Vis PDA detector (sampling rate 
12.5 Hz, time constant = 0.320 s, scan range = 200–800 nm, 
1.2 nm slit width) and a fluorescence detector (FLD, 10 Hz 
sampling rate, λex = 276 nm, λem = 316 nm, with 1 × gain) 
used in series. The mobile phases were: solvent A 0.1% 
formic acid in degassed milliQ water; solvent B 0.1% 

Table 2  Integrated peaks

Quantification of the peaks by integration, for the chromatograms r1–r6 (columns 2–7, colour code) shown 
in Fig.  4b. The six peaks are ordered by retention time. Peaks that are absent in a specific sample are 
marked with the “–” symbol

Peak (min) Area (a.u.)

r1 r2 r3 r4 r5 r6

21.7 5.7e−4 4.8e−4 4.0e−4 4.6e−4 4.7e−4 4.1e−4
23.7 – – – 2.1e−4 2.1e−4 2.2e−4
24.4 7.9e−4 7.1e−4 6.4e−4 9.3e−4 7.7e−4 7.9e−4
27.2 1.2e−3 1.4e−3 1.5e−3 2.6e−3 2.9e−3 3.0e−3
29.1 – – – 2.2e−4 3.0e−4 2.9e−4
30.4 3.1e−4 2.7e−4 2.8e−4 5.2e−4 4.7e−4 4.8e−4
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formic acid in acetonitrile. The gradient programme was: 
0–2.5 min 1% B, 2.5–50 min 1–25% B, 50–51 min 25–99% 
B, 51–55 min 99% B, 55–56 min 99–1% B, 56–60 min 1% 
B. A constant 0.7 mL·min−1 flow rate was applied.

Supplementary Information The online version contains supplemen-
tary material available at https:// doi. org/ 10. 1007/ s10337- 023- 04301-z.
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